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Read the following two articles A and B, and answer questions (I) and (II).

e




2023FEF sa=-SnIEam;m A HE 048 B ASEStES

nuh
O

=

NO. >
=

(Abridged from “Moderating online content: fighting harm or silencing dissent?” United Nations Office of
the High Commissioner on Human Rights website, 23 July 2021)

In recent months, the world has seen growing criticism directed against social media companies
regarding how they moderate user content. These companies often face critical human rights dilemmas:

(b) Aggressively combating what is viewed as harmful content risks silencing ‘protected speech’ -- speech

that, under international law, should be permitted. Intervening in or removing content affects the rights to

freedom of expression and privacy, and can easily lead to censorship.

Faced with the need to do more to ensure accountability, many governments have started to regulate
online content. Some 40 new social media laws have been adopted worldwide in the last two years. Another
30 are under consideration. This is a worrying trend, according to UN Human Rights, and has immense
consequences for public debate and participation.

For Peggy Hicks, Director of Thematic Engagement for UN Human Rights, nearly every country that
has adopted laws relating to online content has jeopardised human rights in doing so. “This happens
because governments respond to public pressure by rushing in with simple solutions for complex problems,”
said Hicks. “Additionally, some governments see this legislation as a way to limit speech they dislike and
even silence civil society or other critics.” The only way to address these challenges is to adopt a human
rights-based approach, she said. “We need to sound a loud and persistent alarm, given the tendency for
flawed regulations to be cloned, and bad practices to flourish.”

In the aftermath of the racist abuse directed towards Black English football players following the
UEFA Euro 2021 final, calls have increased in the United Kingdom to implement new online legislation
quickly. But the draft Online Safety Bill, which was introduced in May, would make provisions that are
likely to lead to the removal of significant amounts of protected speech.

Similarly, in India, in the wake of some serious incidents of online content that encouraged violence,

the government in February unveiled the Guidelines for Intermediaries and a Digital Media Ethics Code.

While the new rules include some useful obligations for companies related to transparency and
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compensation, a number of provisions raise significant concern. Under the new rules, for example, non-
judicial authorities have the power to request quick take-downs of online content and the companies and
their staff face expanded liability risks for failure to comply. Moreover, the rules threaten to undermine
secure end-to-end encryption, which is necessary for protecting users’ privacy.

UN human rights experts have also expressed concerns on new and draft laws in other countries,
including Australia, Brazil, Bangladesh, France, Singapore and Tanzania. Hicks adds that laws such as these
often suffer from similar problems, with poor definitions of what constitutes unlawful or harmful content.
“There is an over-emphasis on content take-downs, limited judicial oversight and an over-reliance on
artificial intelligence or algorithms.”

The flagging of content by social media companies has also led to some drastic responses by
governments, including major disruptions. Last month, the Nigerian government announced the indefinite
suspension of Twitter after the platform deleted a post from President Buhari's account saying it violated
company policies. Within hours, Nigeria's major telecommunications companies had blocked millions from
accessing Twitter, and Nigerian authorities threatened to prosecute anyone who bypassed the ban. For UN
Human Rights, shutdowns like this matter because they restrict people’s ability to access information, also
affecting other rights, including work, health and education.

The EU is currently considering the Digital Services Act, the draft of which has some positive
elements: it is grounded in human rights language, it contains clear transparency requirements for
platforms, and it was drafted using a participatory process. However, for UN Human Rights, some
contradictory signals remain, including the risk that over-broad liability will be imposed on companies for
user-generated content, and that there will be limited judicial oversight. There is also room to bring more
voices to the table in the drafting process.

To address the dilemmas of regulation and moderation of online content, UN Human Rights has
proposed five actions for States and companies to consider. First, UN Human Rights urges that the focus
of regulation should be on improving content moderation processes, rather than adding content-specific
restrictions. For example, when faced with complex issues, people should be making the decisions, not
algorithms. Second, restrictions imposed by States should be based on laws, they should be clear, and they
should be necessary, proportionate and non-discriminatory. Third, companies need to be transparent about
how they curate and moderate content and how they share information, and States need to be transparent
about their requests to restrict content or access users’ data. Fourth, users should have effective
opportunities to appeal against decisions they consider to be unfair, and independent courts should have
the final say over lawfulness of content. Finally, civil society and experts should be involved in the design

and evaluation of regulatlons. H{#8 : From Moderating online content: fighting harm or silencing dissent? by The Office of the United Nations

High Commissioner for
e Human Rights (c) 2021 United Nations. Reprinted with the permission of the United Nations. https://www.ohchr.
,Questions (1) and (II) org/en/stories/2021/07/moderating-online-content-fighting-harm-or-silencing-dissent

(I) Translate into ]ap;mese the parts (a) in Article A and (b) in Article B.

(IT) Write an essay of approximately 250 — 300 words in which you clearly identify the different viewpoints
of the two authors and conclude with your own opinions on the regulation of social media. Use examples

from the two articles and your own experiences to support your conclusions.




IO T S HD Fo K T B BE 2R 3 55 o< i e 4

ZBRES
K

K| HO

Z0

B KEXHU46vIBQY RHENSHEW-0Oi K WEE D 3415°

N K HIEQSHEL R e85, SIBIRWOWL O 5 K WY i3105°

R T IE B I800 18018 1 SIEEN 3t 2/ OHEINC HUI J U {3 Qe 0IN° WHIED IR B R X B &
KMVRO-EE R0 S OBIEEGH X 40 VL0 el pR SR’ HOHCH ORI LRI J U35 M
IIHH RS B0 iU BB R EBL (T ) REECNIHK TR Hu LN 30 00

FILAE WU S QS ST T E B2 1 W H B W 500 B HU-L-UHS” K L4858 41 5 0 1° EHHRL 404
OUBKK-IY UK # QM- 3 2 O T IR Qi D o @E T IIEQR BRI MONRHU VBN QU |V SHud BRI N
RN R SR R KIRU R0 &R0 VAV B HAU IR e LI 3l WA T NATE V¥l o

< SE RO H Y QBB H VR 35 ViR v N Y EHAUL # e M4 G @IIESEE L O 5 \ultE
SHOU TN RRIBO M ME VBRI R -CrOUSIN R G re 507 <EBHR UK Q° RN eSS
DR ER VB QR Vo |° B ITREINCIIRAIGTR 11184 2 QI RN {30 i i3 SATHK N
RIBVVIRMIRCI # A1 FH IV HEHM Bk RES UL’ DZ0 (DL D —"UK) Y18 230400 B v i
HRmUOV° T4 2 NoHEAISNR S 1)’ W=y, 0 2 rQUIIHKTE DD 5°

F4r D L3R 4o QTR S MK {6 Q2 (o St on® V.2 TSI K © T B 4 3 -R R MR 6 O ML RON VB S e |° REWS
Ime K SERBK KSR -R 1-Uts” KA v O VR BK 0 L0 QUi @R Q1 JAUq° EINTE #5408 QUK RO o 13
NGBS YW LUS SR US o e° [ < 28BS MR U QH’ i RO R S B S L8
AT QUK B LR MR GBS WK 1 @1 JUR Ui 5 HE° Mok ! T ERYE 13 R QIS Ho 1o ° TS [IQIEE S
S JVSOMANND—L | OB <LVR R I VRV R AU R0 D7 1 ISR BIRINIVSN° W G0’ S
BEHL RO PN BRUUU SIS < REBRUD QT OIS BN B R QB # 0 VSN0
i ]

N LOIN L (BHRER) NN OZOL TR I L LK S HE-R V Hw ib\’ IR U QIR IR VS DHK
RA—L 4o i+ I MUV S0e° THIIE-VIK-R B PO I CIRIE 48 6 f° LM KRERNWK N BREVER
SIERHRIEL O v re® IR NIIK R RT3 BT E R OV KL RIK I E (DR UK.QN ° B HA Nt
OB ENEO U SIIEIE - - 8. ..

NIS—OHIE’ M4k SHIE R 3 DE MRS L0 H 0 .4° SRRV U HIS S I 12° I BEHSYNC—DN
MNP RS RO PRIER S EUIR PR N B SMEEIN N AT ISHAR—"TIDAK 3 SRET Wy QImiEk
IRM+P7 R¥H S H 1V MR HFH V40 1 )1 I VAR R D 54 EEEET O WS R 040 S H I 3 O
ORI LB

Hi-ONeH ARV WHLUSIN MK R-U PPV 30U 1° In 01 JUR° RENWLSQV! TRk
v QIR I O\ Sne° =A¢t&ﬁié%@mtﬂt?_tu.aﬁUa(%ﬁtu%UD%Tékﬁﬁito Rkt
REIEHCHKIN | RIEE <2< K E o T DANI—=KIVRHHIR RS Lo v B Q1 USRI BHGRD |
AP SIN LI 4P L U 2 8R°

WO IIHK SESIR R M SRE DL OO VEN’ UK H AU HITHE fo 1@ [ KL +67 BUKRSm NS
DA=AN—=NRBI b’ VOGS REH IS RREDDLUSIN <0 RD IG5 U5R° NISE U i€ TR T
Exmimmbat___s.owm,c%bf?o WSV HERIESEEREF AL MO #HIN NN Uttt ’ HeHKIRFNOIORNS
VSO0 UE D VITBIWIE v OIS 2 RBUE D (RKuyL | <t IR S E AL D5 QR H H R 1 4K
LG rQME BRI S 5 AR S H o i3 2 Wt |

MRS BECUSOAET BHh QB HWIE 317 30 L Wy s 51 AU VE HLS 0 T8 FR 1
ROV ERE D I Q4” &ut%ﬁﬁmtﬁﬁtﬁczaﬁcgtéufﬁtu.vﬁ%@ﬂﬁtﬂ%ﬁt%?é%
RISV [BRE R JUSIO LK Ui ° W | RIESER S < B EEAU L 1R O\ £ S 4 IR K- 48 B 4o
MO P YAV R0 43 5L O HIIR WL {3° 30 R U RIN & B U EN RB¢C U OOTe° 1 )R (s K-t B B e
w-lm.‘\u..wlﬂ\.‘a;._o ...%... ,

[ ORI S MR ENE K K I




